Introducing Local Distance-Based Features to Temporal Convolutional Neural Networks
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Abstract—In this paper, we propose the use of local distance-based features determined by Dynamic Time Warping (DTW) for temporal Convolutional Neural Networks (CNN). Traditionally, DTW is used as a robust distance metric for time series patterns. However, this traditional use of DTW only utilizes the scalar distance metric and discards the local distances between the dynamically matched sequence elements. This paper proposes recovering these local distances, or DTW features, and utilizing them for the input of a CNN. We demonstrate that these features can provide additional information for the classification of isolated handwritten digits and characters. Furthermore, we demonstrate that the DTW features can be combined with the spatial coordinate features in multi-modal fusion networks to achieve state-of-the-art accuracy on the Unipen online handwritten character datasets.

I. INTRODUCTION

Dynamic Time Warping (DTW) [1] is a dynamic programming solution to finding the optimal match between elements for the use of a distance metric between time series patterns. DTW has been shown to be useful as a distance metric due to it being relatively fast and robust to temporal distortions and rate differences [2]. DTW has been used for many time series applications and been incorporated in many time series recognition methods. For example, a common usage of DTW is as a distance metric for k-Nearest Neighbor (k-NN) [3], [4]. Other applications of DTW include using it with Support Vector Machines (SVM) [5], Dissimilarity Space Embedding (DSE) [6], and Hidden Markov Models (HMM) [7].

To be used as a distance metric, DTW is calculated by summing the local distance between the optimally matched sequence elements. The elements are matched by estimating the minimal path on a cost matrix given constraints. However, when using DTW as a distance metric, only the resulting summation of local distances is used. While this summation value is useful for the global distance metric between patterns, the local distances and the matching information is discarded. It is possible that there is useful information within the connections between the matched elements that is not reflected in the summation value.

The discarded information from a DTW can convey the relationship between the elements of the samples and matched sequence elements of the prototypes. By capturing the local distances between matched elements, a sequence of local distance-based features, or DTW features, is created. The DTW features can then be used as a time series in time series recognition methods.

Recently, artificial neural networks (ANN) and neural models have achieved state-of-the-art results in pattern recognition and machine learning [8]. Convolutional Neural Networks (CNN) [9] in particular have had many successes in the image domain [10], [11]. Recurrent Neural Networks (RNN) [12] and more specifically Long Short-Term Memory RNNs (LSTM) [13] have had success in the time series and sequence domains [14], [15]. While RNNs traditionally have been used for time series patterns, there have been many works which use CNNs for temporal data and it has been shown that temporal CNNs can be competitive and sometimes even more effective than RNNs [16]. In addition, the results presented in this paper reflect these findings.

In this paper, we propose the idea of using the sequence of DTW features as a time series for the input of a temporal CNN, as shown in Fig. 1. The contribution of this paper is threefold. First, we show that the novel DTW features recovered from the DTW calculation can be used for classification by CNN. Second, we analyze different aspects of using CNNs with time series data, such as 1D versus 2D convolutions and convolutional window size. Third, we combine the DTW features and the original spatial coordinates, or spatial features, in fusion networks to acquire state-of-the-art results.

Fig. 1. Extraction of DTW features from a DTW calculation. Given a prototype sequence p and a sample sequence s, the cost matrix is the pairwise local distances between each element in the time series with dark boxes indicating low cost and light boxes indicating high cost. The yellow warping path on the cost matrix is the estimated minimal path.
II. RELATED WORK

Temporal CNNs are a natural extension of CNNs to time series using a similar function of Time Delay Neural Networks (TDNN) [17]. The most common application of temporal CNNs is to use convolutions that stride in one direction, or 1D convolutions. In this way, the convolution can encompass multivariate data but only moves across the time steps. These 1D temporal CNNs have been used many applications and time series data types [18]–[21] and have shown to be competitive and at times, more effective than RNNs, LSTMs, and Gated Recurrent Units (GRU) [16]. In a recent advancement, WaveNet [22], has produced impressive results for audio generation by implementing dilated causal convolutional layers. In addition, CNNs have been used for other non-image structural domains such as graphs [23].

III. LOCAL DISTANCE-BASED FEATURES

The primary goal of the proposed method is to reuse the discarded information from DTW and use it for classification by CNN. In this section, we detail the method of extracting the DTW features.

A. Dynamic Time Warping

Discrete time series recognition is not a straightforward task due to challenges in overcoming temporal distortions such as rate differences, translations in time, and variable lengths. DTW is a popular method used to consider these challenges and provide an effective distance metric between time series [2]. Specifically, DTW aligns similar features of the time series by warping the sequences in the time dimension. In this way, elements of the time series are elastically matched to minimize the summation of local distances between those matched elements, while under constraints to maintain the temporal qualities of the time series.

Namely, DTW can be found between two time series, sequence \( p = p_1, \ldots, p_i, \ldots, p_1 \), referred to as the prototype, and sequence \( s = s_1, \ldots, s_j, \ldots, s_1 \), referred to as the sample, where \( i \) and \( j \) are the indices of sequence elements \( p_i \) and \( s_j \) with length \( I \) and \( J \), respectively. For online handwriting, the sequence elements are pen tip captured spatial coordinates, which we refer to as spatial features.

Given \( p \) and \( s \), DTW is defined as the global summation of the local distances between pairwise element matches, or:

\[
\text{DTW}(p, s) = \sum_{(i', j') \in \mathcal{M}} ||p_{i'} - s_{j'}||, \tag{1}
\]

where \( (i', j') \) is a pairwise match determined by dynamic programming over a local cost matrix and \( \mathcal{M} \) is the set of all matches. The indices \( i' \) and \( j' \) correspond to the original indices \( i \) and \( j \) of \( p \) and \( s \), respectively. It should be noted that the set \( \mathcal{M} \) may contain duplicate or skipped indices.

In this paper, we utilize the asymmetric slope constraint defined by the recurrent function:

\[
D(i, j) = ||p_i - s_j|| + \min_{j' \in \{j, j - 1, j - 2\}} D(i - 1, j'), \tag{2}
\]

where \( D(i, j) \) is the cumulative sum of the \( i \)-th and \( j \)-th elements. The global DTW distance is determined by the cumulative sum at \( D(I, J) \). This asymmetric slope constraint is used due to the special property that the number of pairwise matches in \( \mathcal{M} \) is exactly equal to the number of elements \( I \) in the prototype \( p \). Additionally, \( i' \) always corresponds to the same time step as \( i \) in the original prototype sequence. However, \( j' \) can correspond non-linearly to the time steps \( j \) of the sample. This means that no matter how many elements \( s \) contains, the number of matches in \( \mathcal{M} \) will always equal the number of elements in \( p \).

B. DTW Features

Traditionally, only the global distance \( D(I, J) \) is used for pattern recognition methods and the individual local distances in Eq. (1) of the warping path are discarded. However, when strictly using the global distance, information about the structure of the comparison patterns can be lost. For example, Fig. 2 illustrates a case where the DTW distance is similar, but the patterns from Figs. 2a and 2b are clearly different. Thus, preserving the information about the specific matches could be useful to discriminate patterns.

By preserving the information about the specific matches in the DTW calculation, new DTW features can be extracted. Given the slope constraint in Eq. (2) with prototypes of a fixed length, the number of matches in \( \mathcal{M} \) would be fixed. In this way, a sequence of fixed length can be extracted from the DTW calculation by considering the local distances between matches as a time series. Namely, the time series of DTW features is defined as:

\[
\mathbf{m}_n = ||p_{n, i} - s_1||, \ldots, ||p_{n, i'} - s_{j'}||, \ldots, ||p_{n, i'} - s_{j'}||, \tag{3}
\]

where \( (i', j') \in \mathcal{M} \) and \( \mathbf{m}_n \) is the time series of DTW features relating to the \( n \)-th prototype \( p_n \) with a prototype set of \( N \) number of prototypes. The result is a \( N \)-dimensional time series of a fixed length \( I \) based on the local distances of matched elements between a sample and each prototype.

IV. TEMPORAL CONVOLUTIONAL NEURAL NETWORKS

CNNs are feedforward neural networks usually contain three components, convolutional layers, pooling layers, and fully-connected layers. Typically, they are used with structural data, most notably images, due to the ability learn structural qualities while maintaining some shape and location invariance. The core component of a CNN is the convolutional
layer, which applies shared weights, or a convolutional filter, across an input. The application of the convolution on the input is similar to a feature extractor [9] and the result is a feature map. Furthermore, pooling layers are used to downsample the feature maps in order to reduce redundancy and introduce small translation and size invariance. Finally, the fully-connected layers and the output layers are used to learn a non-linear function from the high-level features of the high-level convolutional layer.

The general idea of the proposed method is to construct input sequences of DTW features and use them with a CNN. However, using a CNN for time series can be done in two ways, a traditional 1D convolution CNN and a proposed 2D convolution CNN.

A. CNNs with a 1D Convolution

The traditional method of using a CNN with time series patterns is to use a 1D convolution in the convolutional layers. Shown in Fig. 3a, the convolution strides across the time series in the time step dimension and considers the dimensionality of the time series as depth (similar to the interaction of channels for images). This is the equivalent of using a convolution over a signal. In this method, parameters are shared among time steps and the 1D convolution CNN is able to overcome small temporal distortions by learning high-level features through pooling.

B. CNNs with a 2D Convolution

While a 1D convolution CNN shares parameters across time steps, it is possible to share parameters across both time steps and prototypes. To accomplish this, we propose considering the time series as a matrix and employ traditional 2D convolutions for the convolutional layer. Figure 3b is a demonstration of this using the proposed DTW features. Using a 2D convolution in this manner is possible if the window size of the 2D convolution has a height of 1. A convolutional window size with a height of 1 is used because order of the DTW features with respect to each prototype is arbitrary. However, the 2D convolution is still useful because unlike a 1D convolution with different parameters for each DTW feature channel, parameters are shared with respect to the different prototypes.

V. COMPARATIVE RESULTS BETWEEN SPATIAL FEATURES AND DTW FEATURES

A. Dataset

Isolated online handwritten characters serve as a valuable source of time series data due to having distinct classes yet still having a high variation within those classes. For the experiments, we used the Unipen multi-writer 1a (digits), Unipen 1b (uppercase alphabet), and Unipen 1c (lowercase alphabet) datasets [24]. The patterns in the datasets consist of about 15,000 time series made of 2D pen tip coordinates and was collected by the International Unipen Foundation (IUF).

This is a well established source of data for time series recognition.

For the experiments, the dataset was divided into three sets, a training set, a test set, and a prototype set. For the Unipen 1a evaluation, the test set contained 1,300 patterns and the training set contained 11,650 patterns with an even class distribution. The prototype set contained 50 patterns with 5 patterns from each class selected at random. For the Unipen 1b and 1c evaluations, 1,235 patterns were used for the test set, 11,063 patterns were used for the training set, and 2 of each class were used for the prototype set.

Furthermore, all patterns were preprocessed by scaling and resampling. The patterns were scaled so that each pattern could fit within the bounds of a square defined by \((-1, -1)\) and \((1, 1)\). Finally, patterns were resampled to 50 elements in length to fix the DTW features and 50 elements and to be able to use the patterns for the spatial feature trials.

To prepare the experiments with DTW features, DTW was calculated between the patterns in the prototype set and each pattern in the training and test sets. The DTW features were extracted as described in Section III-B and \(N\)-dimensional time series with length \(I = 50\) were created. Figure 4 is a visualization of example sample patterns encoded into DTW feature sequences. Lastly, the DTW features were normalized to be -1 to 1.

B. Settings and Evaluation

1) CNN Evaluations: In order to compare the proposed method of using DTW features with CNNs to the pen tip features, we trained four different CNNs architectures using

\(^1\)URL: http://www.unipen.org/home.html
input sequences of one of the two feature types. 1D CNN (3) and 1D CNN (5) are 1D convolutional CNNs using a convolutional window size of 3 and 5, respectively. Different sized windows were used to reveal the effect of window size on the results. Similarly, 2D CNN (3, 1) and 2D CNN (5, 1) are 2D convolution CNNs with window sizes (3, 1) and (5, 1), respectively. The Spatial Features CNNs were trained using only the 2D spatial features as a sequence and the DTW Features CNNs used the DTW feature sequences.

The CNNs used for the experiment are constructed of three convolutional layers with accompanying max pooling layers, two fully-connected layers, and a softmax output. The convolutional layers have 64, 128, and 256 nodes, respectively, the fully-connected layers were set to 1024 nodes, and softmax had an output respective to the number of classes in the task. Each of the hidden layers use Rectified Linear Unit (ReLU) activations and dropout with a keep probability of 0.5 was used proceeding the fully-connected layers. The networks were trained using Adaptive Moment Estimation (Adam) [25] with an initial learning rate of 0.0001 and with batches of 100 for 100,000 iterations.

2) LSTM Comparisons: The LSTMs were constructed to be fair comparisons with the same hyperparameters and structures as the CNNs. Namely, the LSTMs consisted of three stacked LSTM layers with an initial forget bias of 1.0, two fully-connected layers with 1024 nodes, and a softmax output layer. The fully-connected layers use ReLU activations and use dropout with a keep probability of 0.5. Similar to the CNN evaluations, the LSTM evaluations were optimized using Adam optimizer with batches of 100 for 100,000 iterations.

3) Reported Comparisons: In addition to the LSTM evaluation, we report the state-of-the-art results found in literature. HMM-CSDTW [7], DAG-SVM-GDTW [5], and OnSNT [26] are established classical baseline methods based on an HMM, an SVM, and an n-tuple classifier, respectively. DTW-NN [27] and Google [28] are the latest state-of-the-art solutions and are based on deep neural networks.

C. Results

Table I reports the result of the experiments as well as the results from literature. The results show that using the DTW features with 2D CNN (3, 1) achieved the highest accuracy for Unipen 1a and 1c with accuracies of 98.77% and 97.73%, respectively. Conversely, the Unipen 1b experiment had a higher accuracy for the spatial features. However, all of the CNNs, both DTW features and spatial features, had a higher accuracy than the LSTM evaluations and all of the reported results with exception of Google for Unipen 1a. It is also interesting to note that the 2D CNN trials generally performed better than the 1D CNNs despite 1D CNNs being a standard practice for temporal CNN models. From these results, we can see that the DTW features successfully encode information about the underlying sample patterns and sometimes even more so than the spatial features.

Figure 5 shows the misclassifications of 1D CNN (5) that were present in the spatial feature experiment but not the DTW feature experiment, and vice versa. The misclassifications in Fig. 5a demonstrate that the 1D CNN (5) is susceptible to noise more so than the misclassifications in Fig. 5b. This is most evident in the “7 as 3” and “8 as 9” in Fig. 5a. The reason for this is due to DTW’s optimal matching which will avoid elements with large distances. Also, interestingly, the DTW features were able to successfully realize the very small upper loop in “8 as 0” in Fig. 5a. Again, it was able to do this because the optimal matching which emphasizes relevant features. However, this also can cause overfitting, such as “1 as 2,” both “4 as 6,” and “8 as 4” in Fig. 5b.

VI. MULTI-MODAL FUSION

The DTW features and the spatial features are different modalities of data which contain different aspects of the input sample patterns. Thus, it is possible to combine the two features to improve the classification. Combining different types of data in one classifier is referred to as multi-modal classification. Using an additional form of data can be used to supplement the discriminative ability of a classifier using only one data modality.

<table>
<thead>
<tr>
<th>Method</th>
<th>Unipen 1a Acc. (%)</th>
<th>Unipen 1b Acc. (%)</th>
<th>Unipen 1c Acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Spatial Features</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1D CNN (3)</td>
<td>98.00</td>
<td>97.65</td>
<td>97.33</td>
</tr>
<tr>
<td>1D CNN (5)</td>
<td>98.38</td>
<td>97.81</td>
<td>97.41</td>
</tr>
<tr>
<td>2D CNN (3, 1)</td>
<td>98.08</td>
<td>97.14</td>
<td>96.76</td>
</tr>
<tr>
<td>2D CNN (5, 1)</td>
<td>98.08</td>
<td><strong>97.89</strong></td>
<td>96.76</td>
</tr>
<tr>
<td>LSTM</td>
<td>98.15</td>
<td>96.36</td>
<td>95.38</td>
</tr>
<tr>
<td><strong>DTW Features</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1D CNN (3)</td>
<td>98.15</td>
<td>97.65</td>
<td>96.76</td>
</tr>
<tr>
<td>1D CNN (5)</td>
<td>98.62</td>
<td>97.25</td>
<td>96.19</td>
</tr>
<tr>
<td>2D CNN (3, 1)</td>
<td>98.69</td>
<td>97.57</td>
<td>97.65</td>
</tr>
<tr>
<td>2D CNN (5, 1)</td>
<td>98.77</td>
<td>97.73</td>
<td><strong>97.73</strong></td>
</tr>
<tr>
<td>LSTM</td>
<td>97.62</td>
<td>95.71</td>
<td>94.33</td>
</tr>
<tr>
<td><strong>DAG-SVM-GDTW</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[5]</td>
<td>96.2</td>
<td>92.4</td>
<td>87.9</td>
</tr>
<tr>
<td>HMM-CSDTW [7]</td>
<td>97.1</td>
<td>92.8</td>
<td>90.7</td>
</tr>
<tr>
<td>OnSNT [26]</td>
<td>98.9</td>
<td>95.7</td>
<td>92.1</td>
</tr>
<tr>
<td>DTW-NN [27]</td>
<td>96.8</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Google [28]</td>
<td><strong>99.2</strong></td>
<td>96.9</td>
<td>94.9</td>
</tr>
</tbody>
</table>
However, combining modalities is not a straightforward task. The data can be combined on an input-level, feature-level, or a decision-level, shown in Fig. 6. Input-level fusion concatenates the data modalities and processes them as a single data source. Feature-level fusion combines the different data modalities within the internal representation learned by the model. Finally, decision-level approaches represent the data separately and combine them in a decision rule. The optimal point at which data of different modalities is fused is not well defined.

Fusion neural networks using multi-modal data is an emerging field in deep learning-based machine learning. Neural networks with fusion schemes have been used for combining title and image data [29], and for data from multiple sensors [30], such as multi-source remote sensing [31], activities of daily life [32], and pedestrian detection [33].

A. Settings and Evaluation

In order to demonstrate that the DTW features can be useful to supplement the raw spatial coordinates of online handwriting, fusion networks were created from the CNNs described in Section III. The previous experiments were repeated using three fusion timings, namely, a data-level fusion CNN, a feature-level fusion CNN, and a decision-level fusion CNN.

1) Data-level Fusion: Shown in Fig. 6a, the data-level fusion combined the DTW feature time series and the spatial feature time series into one time series prior to training of the CNN. In this way, a time series with 50 time steps of \((N + 2)\) dimensions was fed to the CNN, where \(N\) is the number of prototypes and 2 is the extra spatial features. The rest of the hyperparameters are exactly the same as the CNNs described in Section V-B.

2) Feature-level Fusion: The architecture of the feature-level fusion network is shown in Fig. 6b. In this fusion network, the DTW feature data and the spatial feature data is split for their own convolutional layers, but are combined right before the first fully-connected layer. Again the hyperparameters and training are the same as before, however, there are twice as many total convolutional nodes due to each modality containing a full set of 64, 128, and 256 nodes.

3) Decision-level Fusion: The third fusion timing, decision-level fusion, is shown in Fig. 6c. In this model, two almost complete CNNs, one for each feature type, is used and only combined for the softmax output layer.

B. Results

The results of the fusion CNN experiments are shown in Table II. The decision-level fusion 1D CNN (3) achieved a near perfect 99.08\% accuracy for the Unipen 1a dataset, which is exceptional compared to the results in Table I. In addition, the results from decision-level fusion 2D CNN (5, 1) for Unipen 1b and feature-level fusion 2D CNN (5, 1) for Unipen 1c surpassed all of the other results for their respective datasets. This demonstrates that the proposed method of supplementing time series data with DTW-based distance features to prototypes can achieve a dramatic increase in accuracy.

<table>
<thead>
<tr>
<th>Method</th>
<th>Unipen 1a Acc. (%)</th>
<th>Unipen 1b Acc. (%)</th>
<th>Unipen 1c Acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data-level Fusion</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1D CNN (3)</td>
<td>98.00</td>
<td>97.25</td>
<td>96.28</td>
</tr>
<tr>
<td>1D CNN (5)</td>
<td>98.15</td>
<td>97.17</td>
<td>96.44</td>
</tr>
<tr>
<td>2D CNN (3, 1)</td>
<td>98.69</td>
<td>97.41</td>
<td>97.09</td>
</tr>
<tr>
<td>2D CNN (5, 1)</td>
<td>98.23</td>
<td>97.33</td>
<td>96.84</td>
</tr>
<tr>
<td>Feature-level Fusion</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1D CNN (3)</td>
<td>98.77</td>
<td>97.73</td>
<td>96.76</td>
</tr>
<tr>
<td>1D CNN (5)</td>
<td>98.62</td>
<td>97.65</td>
<td>96.92</td>
</tr>
<tr>
<td>2D CNN (3, 1)</td>
<td>98.85</td>
<td>97.89</td>
<td>97.33</td>
</tr>
<tr>
<td>2D CNN (5, 1)</td>
<td>98.85</td>
<td>97.89</td>
<td>97.89</td>
</tr>
<tr>
<td>Decision-level Fusion</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1D CNN (3)</td>
<td><strong>99.08</strong></td>
<td>97.73</td>
<td>96.76</td>
</tr>
<tr>
<td>1D CNN (5)</td>
<td>98.85</td>
<td>97.73</td>
<td>97.00</td>
</tr>
<tr>
<td>2D CNN (3, 1)</td>
<td>98.54</td>
<td>97.65</td>
<td>97.41</td>
</tr>
<tr>
<td>2D CNN (5, 1)</td>
<td>98.46</td>
<td><strong>98.22</strong></td>
<td>97.41</td>
</tr>
</tbody>
</table>
Table II also reveals that later fusions tended to be more robust. From this, it can be inferred that the modalities interfered with each other when fused early. By fusing at the data-level, the information from the spatial features is largely due to the higher dimensionality of the DTW features. Consequently, the data-level fusion results are similar to the DTW features alone. On the other hand, Fig. 5 provides insight into the reason for the higher decision-level fusion accuracies. In the figure, the decision-level fusion network overcame the weaknesses of the spatial features or the DTW features alone.

**VII. CONCLUSION**

In this paper, we proposed a novel use of the DTW calculation by using it as a method to extract distance-based features. These features, or DTW features, are the local distances between elements matched by DTW. Through extensive experimentation with CNNs, we demonstrated that the DTW features can be used as time series and are useful for classification. Furthermore, we demonstrated that the DTW features can be combined with the original spatial coordinates within multi-modal fusion networks to achieve state-of-the-art results. Using the proposed method, we achieved a 99.08%, 98.22%, and 97.89% accuracy for the Unipen 1a, 1b, and 1c datasets, respectively. These results are dramatic improvements over the results from a CNN on the spatial coordinates alone, the reported results from literature, and an evaluated LSTM.
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